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The evaluation of information may also depend on the investigator carrying out the
analysis. For example, if prices on the stock market are decreasing, then this information
means nothing for someone not involved in the stock market. However, if you are going
to buy stocks, then this information is valuable for you, because you can obtain stocks at
lower prices or you can postpone your purchase in the hope that the price decrease will
continue. If you want to sell your stocks, then this information is also important for you,
because you probably do not want to sell your stocks at the moment, because the low
prices are unfavourable for you or you may be afraid of a further decrease in prices and
want to make a transaction as soon as possible.

A question arises: what is the value of information, that is, the maximum cost an
individual is willing to pay for it? It is obvious you may pay for information if its cost is
less than the possible amount of the increase in your income. However, it is likely that
you do not know exactly by how much your income will increase of before acquiring the
information. So you can only make calculations of the expected value of your income.

Buying information does not necessarily mean the maximizing of the income, and
even purchase appears as an expense in these case. It is obvious that correct information
is more valuable than information derived from suspicious sources which may result in
the buyer making incorrect decisions that ultimately lead to an unprofitable situation.
Consequently, it is important to know the reliability of the source of information.

The method shown in this article demonstrates the numerical expression of the
value of information.

"��#����$��� �"#�%� $

The method for the determination of the value of information will be demonstrated by
means of an example given with parameters. The problem is mentioned in the work of
,��!�� (1994). Now we shall discuss the whole elaboration of the generalization of the
problem, graduating the information in four different categories using the theory of
probability (see -������
�.���������� (1944)):

- lack of information
- reliable information sources
- unreliable information sources
- absolutely incorrect information sources

/��	�	��������	���
����������	�������	��
Let us assume you want to sell pigs. One of the buyers (v1), offers b1 dollars for the
animals. Another buyer (v2) is also interested in buying the animals. But his agent knows
only that his client (let us take this case as a1) would pay more than b1 with the
probability p(a1). This amount can be designated as b21. However, it is also possible (let
us take this case as a2) that v2 will pay b22, less than b1, with the probability p(a2). So the
following inequality is true: b22<b1<b21. The following equality is true because of the
theorem of the probability:

p(a1)+p(a2)=1 (1)

A question arises: who should you sell the animals to? To the certain buyer v1? Or
should you take the chance of being paid more money for the animals from buyer v2, but
risk being paid even less than b1? Is it worth taking the risk? Would you be willing to
pay for the information, and how much would you be prepared to pay if you did?
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Lack of information means that you do not know if case a1 or a2 will occur. Let us
designate as e1 the event that buyer v1 buys the animals and let e2 be the event that buyer
v2 buys the animals. We shall modify the sign b1 to have better review. Let us mark b1

with b11 in the case of event e1 and b12 in the case of event e2.

b1=b11=b12 (2)

Taking all this into consideration our condition is:

b22<b11=b12<b21 (3)

The following table shows the possible incomes depending on the different cases and
events:
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case a1 (1) case a2 (2)
event e1 (3) b11

(unfavourable situation) (6)
b12

(favourable situation)
event e2 (4) b21

(favourable situation) (7)
b22

(unfavourable situation)
the probability of case ai (5) p(a1) p(a2)

2���!��!(��+�)���
���%�������%�������(��������%������%������#���%��%���

�2�����324
��5�����354
��2�����%��314
��5�����%��364
�)(���������"�(&� �%��374
�,����( ����
�(	��!�	"384
�,����( ��(	�!�	"394

bij signifies the possible incomes depending on the cases and the events.
The expected income in the case of event e1 is:

m(b|e1)=b11p(a1)+b12p(a2)=b11=b12=b1 (4)

and in the case of event e2 it is:

m(b|e2)=b21p(a1)+b22p(a2) (5)

using the following formula:

m(b|ei)= � � �	�
�

�
=
�

1

2

( ) (6)

The expected value of the income cannot be determined if you make your decision in a
subjective way. If you are enterprising and take the risk of loss, hoping to obtain a
higher profit, you will sell the animals to buyer v2, who will probably pay more than
buyer v1, but this may prove not to be the case. However, if you do not want to take the
risk and give up the possibility of deriving more profit, being afraid of suffering loss,
you will offer your animals to the certain buyer v1. If you want to make your decision in
an objective way, then you will select the buyer whose involvement results in greater
expected value of income after comparison of the expected values of income in the case
of different events.
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m(b|e1)>m(b|e2) m(b|e1)<m(b|e2) m(b|e1)=m(b|e2)
decision

(1)
buyer v1 is selected

(2)
buyer v2 is selected

(3)
any buyer can be

selected (4)

5���!��!(��+�/$��%��
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You can make sure of the correctness of your decision only after finding out which
event has taken place. But unfortunately you do not know this fact at the moment of
making your decision. The table of decisions shows only if it is worth taking the risk, if
the probability is greater for the selection of this decision to result in higher income.
The expected income is the maximum of the conditional probabilities of different
events:

m(b)=max(b|ei) (7)
i

�
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A question arises: what is it worth paying for information in order to know what v2 will
pay for the animals? If you knew he would pay the higher price, you would certainly sell
the animals to him, but in the other case to v1. The expected income in the case of
reliable information is the following, using condition 3:

m(bm)=bm= max( ) ( )
	

�
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1

2

=

=max(b11,b21)p(a1)+max(b12,b22)p(a2)=

=b21p(a1)+b12p(a2) (8)

where bm is the income in the case of a reliable information source. The real income and
its expected value are the same in this case, because you know the real income at the
time of making your decision. The increase in the income is:

∆b=m(bm)-m(b) (9)

The maximum value you would pay for the information is covered by the increase in
expected income.
If the price of information is higher than the expected value of the increase in income,
then the income will probably increase less than the price of the information, so a loss
will probably be incurred in the purchase of the information. If the price equals ∆b, it
will probably make no difference what you do. If the price is less than the expected
value of the increase in income, the information will be worth buying, although it should
be emphasised that this fact only increases the probability of deriving more profit, but is
not necessarily certain.
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the price of information (1) >∆b =∆b <∆b

evalution of the decision (2)
it seems not to be

profitable (3)
indifferent

(4)
it seems to be
profitable (5)

1���!��!(��+�)(�	�����!�	"��!�!��!��%��%���%��
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No information source can be considered totally reliable in reality. Let x1 be a proposal
that the information source predicts the realization of case a1. Let x2 be a proposal when
case a2 is to be realized. Let us take it that the reliability of the information source is
known. Let the probability of a correct proposal, which means that the information
source predicts x1 in the case of e1 and x2 in the case of e2, be p(x1|a1) and p(x2|a2). Let
the probability of bad proposals be p(x2|a1) and p(x1|a2). The following equations are
true under these conditions:

p(x1|a1)=p(x2|a2) (10)

p(x2|a1)=p(x1|a2) (11)

p(x1|a1)+p(x2|a1)=1 (12)

p(x1|a2)+p(x2|a2)=1 (13)

The evalution of the proposals is shown in the table below:
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case a1 (1) case a2

proposal x1 (2) correct (3) incorrect
proposal x2 incorrect (4) correct

6���!��!(��+�)������������%��%���%��
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The probability of making correct and incorrect proposals, depending on the probability
of the cases and the probability of the proposals, is shown in the following table:
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case a1 (1) case a2

proposal x1 (2) p(x1|a1)p(a1) p(x1|a2)p(a2)
proposal x2 p(x2|a1)p(a1) p(x2|a2)p(a2)

7���!��!(��+�)�
������%��
�����������������������$�����(%�%�������"�(&� �%��	

 ���324
�:�������354

The following connection is true on the grounds of the theorem of full probability:

p(x1|a1)p(a1)+p(x1|a2)p(a2)+p(x2|a1)p(a1)+p(x2|a2)p(a2)=1 (14)

The real incomes, depending on the cases and the proposals, are shown in the table
below, using condition 3:
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case a1 (1) case a2

proposal x1 (2) max(b21,b11)=b21 min(b22,b12)=b22

proposal x2 min(b21,b11)=b11 max(b22,b12)=b12

8���!��!(��+�)����%������������!����(��������%��������������#���%��%���
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The expected income is in this case:

m(bnm)=max(b21,b11)p(x1|a1)p(a1)+min(b21,b11)p(x2|a1)p(a1)+

+min(b22,b12)p(x1|a2)p(a2)+max(b22,b12)p(x2|a2)p(a2)=

=b21p(x1|a1)p(a1)+b11p(x2|a1)p(a1)+b22p(x1|a2)p(a2)+

+b12p(x2|a2)p(a2) (15)

where bnm is the income in the case of using an unreliable information source.

�
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Absolutely incorrect information is a special case of an unreliable information source.
The information source serves the opposite purpose of correct information for you. The
following conditions are true in this case:

p(x1|a1)=p(x2|a2)=0 és (16)

p(x1|a2)=p(x2|a1)=1 (17)

The expected value of the income (bt) using these values:

m(bt)=b21p(x1|a1)p(a1)
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+b11p(x2|a1)p(a1)+b22p(x1|a2)p(a2)

+b12p(x2|a2)p(a2)=b11p(a1)+b22p(a2) (18)

������	����
�����������������
The expected incomes in the case of lack of information, and in the case of unreliable,
absolutely incorrect and correct information, are shown in the table below:
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lack of information
m(b)
(1)

unreliable
information

m(bnm)
(2)

absolutely incorrect
information

m(bt)
(3)

correct information
m(bm)

(4)

max(b11,b21p(a1)+
b22p(a2))

b21p(x1|a1)p(a1)+
b11p(x2|a1)p(a1)+
b22p(x1|a2)p(a2)+
b12p(x2|a2)p(a2)

b11p(a1)+b22p(a2) b21p(a1)+b12p(a2)

9���!��!(��+�)����%�������!�
��"�%��%��	
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The following comparisons will be performed in the following examinations:
- the comparison of m(b) and m(b m)
- the comparison m(b) and m(bnm)
- the comparison m(b) and m(bt)
- the comparison of m(bnm) and m(bm)

�
��������	��������3�4������3��4
m(b) can have two different values (see 7). Let us make the comparison in both cases.
The assumption m(b)<m(bm) will be proved in the following.

Suppose max(b11, b21p(a1)+b22p(a2))=b11 is true (see 7), then the following inequality
should be proved:

m(b)<m(bm)

b11<b21p(a1)+b12p(a2) ; using (2)

b11<b21p(a1)+b11p(a2) ; -b11p(a2)

b11(1-p(a2))<b21p(a1) ; using (1)

b11p(a1)<b21p(a1) ; /p(a1)

b11<b21

This relation was an assumption at the beginning (see 3), so if it is true, then the original
comparison should also be true.
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Supposing the other opportunity:

max(b11, b21p(a1)+b22p(a2))=b21p(a1)+b22p(a2) (see 7), then if m(b)<m(bm) is true:

b21p(a1)+b22p(a2)<b21p(a1)+b12p(a2) ; -b21p(a1)

b22p(a2)<b12p(a2) ; /p(a2)

b22<b12

Again, this is an original assumption (see 3), so the inequality has been proved to be
correct.
It can be stated that the expected value of the income in the case of reliable information
is greater than that in the case of lack of information:

m(b)<m(bm) (19)

The maximum price worth paying for information is the difference between the two
expected incomes, that is m(bm)-m(b).

�
��������	��������3�4������3���4
It can be stated that the expected value of the income using unreliable information can
be lower or higher than that if no information is used; these values may also be equal.
We shall now prove that the relation between m(b) and m(bnm) is not unambiguous.

Let us take the proof in two parts, depending on the value of m(b):
Suppose that m(b)=max(b11, b21p(a1)+b22p(a2))=b11 is true (see (7)):

m(b) ? m(bnm) ; see (8) and (15)

b11 ? b21p(x1|a1)p(a1)+b11p(x2|a1)p(a1)+

b22p(x1|a2)p(a2)+b12p(x2|a2)p(a2)

where "?" means an unknown sign in relation. In increasing b21 it can be seen that the
right part of the inequality will be greater.
Let b21 approach to the value of b11 from above and let b22 approach the value of b11

from below with some precision. That means the following conditions:

b21~b11

and b22~b11

The right side of the comparison can be approached in the following way using
condition 14:

b21p(x1|a1)p(a1)+b11(x2|a1)p(a1)+b22p(x1|a2)p(a2)+b12p(x2|a2)p(a2)~

~b11p(x1|a1)p(a1)+b11p(x2|a1)p(a1)+b11p(x1|a2)p(a2)+b11p(x2|a2)p(a2)~

~b11(p(x1|a1)p(a1)+p(x2|a1)p(a1)+p(x1|a2)p(a2)+p(x2|a2)p(a2))~b11

The right side of the comparison can be equal to the left one. If b12 is decreased the right
side will obviously be less than the left.
It has been proved that the relation between m(b) and m(bnm) can be of any kind.
Suppose that max(b11, b21p(a1)+b22p(a2))=b21p(a1)+b22p(a2) is true (see (7)):

m(b) ? m(bnm)

b21p(a1)+b22p(a2) ? b21p(x1|a1)p(a1)+b11p(x2|a1)p(a1)+

+b22p(x1|a2)p(a2)+b12p(x2|a2)x p(a2)

b21p(a1)(1-p(x1|a1))+b22p(a2)(1-p(x1|a2)) ? b11p(x2|a1)p(a1)+b12p(x2|a2)p(a2)

b21p(a1)p(x2|a1))+b22p(a2)p(x1|a1) ? b11p(x2|a1)p(a1)+b12p(x2|a2)(a2)
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In increasing b21 the left side can be greater than the right. b21 can approach b11 from
above with some precision and b22 can approach b11 from below with some precision. In
this case the result of the comparison is an equality. Decreasing b22 after that makes the
left side less than the right.
The relation between m(b) and m(bnm) has proved not  to be unambiguous. (20)

�
��������	��������3�4������3��4
It can be stated that the expected value of the income in the case of absolutely incorrect
information is less than that in the case of not having information.
Suppose that max(b11, b21p(a1)+b22p(a2))=b11 is true; it will be proved that:

m(b)>m(bt) ; using (18) and (7)

b11>b11p(a1)+b22p(a2)

In increasing b22 to the value of b11 the right side of the comparison could be equal to the
left using condition 1:

b11=b11p(a1)+b11p(a2) ; using (1)
b11=b11

If condition 3 is used the comparison is true in the form of the supposed inequality.
Supposing that max(b11, b21p(a1)+b22p(a2))=b21p(a1)+b22p(a2) is true, the next inequality
will be proved in the following part:

m(b)>m(bt)

b21p(a1)+b22p(a2)>b21p(x1|a1)p(a1)+b11p(x2|a1)p(a1)+

b22p(x1|a2)p(a2)+b12p(x2|a2)p(a2)

b21p(a1)+b22p(a2) >b11p(a1)+b22p(a2)

b21p(a1)>b11p(a1)

b21>b11

This relation is an original assumption (see 3), so the next inequality is true:

m(b)>m(bt) (21)

�
��������	��������3���4������3��4
It can be asserted that the expected value of the income in the case of reliable
information is greater than that in the case unreliable information; that is:

m(bnm)<m(bm)

b21p(x1|a1)p(a1)+b11p(x2|a1)p(a1)+

+b22p(x1|a2)p(a2)+b12p(x2|a2)p(a2)<b21p(a1)+b12p(a2)

Diminish both sides with b21p(x1|a1)p(a1)

b11p(x2|a1)p(a1)+

+b22p(x1|a2)p(a2)+b12p(x2|a2)p(a2)<b21p(a1)(1-p(x1|a1))+b12p(a2)

Using condition 12:

b11p(x2|a1)p(a1)+

+b22p(x1|a2)p(a2)+b12p(x2|a2)p(a2)<b21p(a1)p(x2|a1)+b12p(a2)

Diminish both sides with b12p(x2|a2)p(a2).

b11p(x2|a1)p(a1)+b22p(x1|a2)p(a2)<b21p(a1)p(x2|a1)+b12p(a2)x

(1-p(x2|a2))
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Using condition 13:

b11p(x2|a1)p(a1)+b22p(x1|a2)p(a2)<b21p(a1)p(x2|a1)+b12p(a2)p(x1|a2)

Compare the sides in two parts.

b11p(x2|a1)p(a1)<b21p(a1)p(x2|a1)

b22p(x1|a2)p(a2)<b12p(a2)p(x1|a2)

After reduction:

b11<b21

b22<b12

These two inequalities correspond to the original assumption (see 3), so going backward
the supposed inequality has been proved to be true. It can be stated that

m(bnm)<m(bm) (22)

is true, which means that the expected value of the income in the case of reliable
information is greater than that in the case of unreliable information.
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- The expected value of the income in the case of reliable information is always
greater than that in the case of not having information (see 19); that is:

m(b)<m(bm).

- The expected value of the income in the case of unreliable information can be greater
or less than that in the case of not having information; these values may also be equal
(see 20).

- The expected value of the income in the case of absolutely incorrect information is
always less than that in the case of not having information (see 21); that is:

m(bt)<m(b).

- The expected value of the income in the case of unreliable information is always less
than that in the case of reliable information (see 22); that is:

m(bnm)<m(bm).

- The value of information is determined by the difference between the expected value
of the income in the case of having information and that in the case of not having
information.
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The expected value of the income is maximum when the information used comes from a
reliable source. The expected value of the income in the case of unreliable information is
always less than that in the case of reliable information. Depending on the reliability of
the information, the expected value of the income may be lower or higher than that
where no information is used; these values may also be equal. The higher the reliability
of the information, the more closely the expected value of the income in the case of
unreliable information approaches that in the case of reliable information, and the more
it is possible that this value is greater than that in the case of no information being used.
The lower the reliability of the information source, the more it is possible that this value
is less than that in the case of no information being used. In an extreme case, when
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reliability is 0 per cent, the information source is absolutely incorrect and the expected
value of the income is certainly less than that in the case of no information being used.
Of course, if you knew that the information source was absolutely incorrect then you
would have a correct information source by the negation of all the data.

Information is worth buying from the aspect of the information buyer if the price of
the information is less than the value of the information. However, this purchase does
not guarantee higher profit; it only means that the expected value of the income will
probably be greater.
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